RESEARCH REPORT

Improving the Measurement of Group-Level Constructs by Optimizing Between-Group Differentiation

Paul D. Bliese, Mark A. Maltarich, and Jonathan L. Hendricks
University of South Carolina

David A. Hofmann
The University of North Carolina at Chapel Hill

Amy B. Adler
Walter Reed Army Institute of Research, Silver Spring, Maryland

The ability to detect differences between groups partially impacts how useful a group-level variable will be for subsequent analyses. Direct consensus and referent-shift consensus group-level constructs are often measured by aggregating group member responses to multi-item scales. We show that current measurement validation practice for these group-level constructs may not be optimized with respect to differentiating groups. More specifically, a 10-year review of multilevel articles in top journals reveals that multilevel measurement validation primarily relies on procedures designed for individual-level constructs. These procedures likely miss important information about how well each specific scale item differentiates between groups. We propose that group-level measurement validation be augmented with information about each scale item’s ability to differentiate groups. Using previously published datasets, we demonstrate how ICC(1) estimates for each item of a scale provide unique information and can produce group-level scales with higher ICC(1) values that enhance predictive validity. We recommend that researchers supplement conventional measurement validation information with information about item-level ICC(1) values when developing or modifying scales to assess group-level constructs.
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Group-level attributes can be assessed using expert ratings (Hirschfeld, Jordan, Feild, Giles, & Armenakis, 2006), group discussion (Gibson, Randel, & Earley, 2000), minimum or maximum values (Barrick, Stewart, Neubert, & Mount, 1998), or variance-based dispersion (see Kozlowski & Klein, 2000). Often, however, group-level attributes are assessed by averaging group members’ responses to scores from multi-item scales. This latter form of measurement underlies “direct consensus” or “referent-shift consensus” constructs (Chan, 1998), and has been used to assess group attributes such as collective efficacy, cohesion, safety climate, and leadership (e.g., Bandura, 2000; G. Chen & Bliese, 2002; Hofmann & Mark, 2006; Mathieu, Kukenberger, D’Innocenzo, & Reilly, 2015; Tasa, Taggar, & Seijts, 2007; Zohar, 1980).

Regardless of how group attributes are assessed, the subsequent utility of any group-level measure depends, in large part, on how well the measure detects group differences: Measures that fail to detect group differences are generally of low practical or research value. We show that measurement practices used over the last 10 years may not optimize group differentiation, and we propose a simple modification that can be integrated with existing best practices in multilevel scale validation (e.g., G. Chen, Mathieu, & Bliese, 2004) to enhance the measurement properties of scales developed to be used as group-level measures.

Group Differentiation and Review of Practice

Detecting Group-Level Relationships

To set the stage for understanding the measurement significance of between-groups differentiation, we review two common multi-
level metrics—the ICC(1) and the ICC(2)—and show how these indices are related to the magnitude of group-level correlations. The ICC(1) represents the amount of variance in any one group member’s response that can be explained by group membership, and the ICC(2) represents an estimate of the reliability of the group mean (see Bliese, 2000; LeBreton & Senter, 2008). The ICC(2) is a function of group size and the ICC(1) and can be estimated using the Spearman-Brown reliability formula (Shrout & Fleiss, 1979).

**Importance of ICC(2).** The magnitude of the ICC(2) plays a critical role in the strength of correlations between group-level variables (Bliese, 2000; LeBreton & Senter, 2008; Geldhof, Preacher, & Zyphur, 2014; Raudenbush, Rowan, & Kang, 1991). For example, consider individual ratings of (a) task significance and (b) anger/hostility in an illustrative dataset containing 2,042 soldiers nested in 49 U.S. Army companies (e.g., Bliese, Halversen, & Schriesheim, 2002; Cohen, Dovell, & Nahum-Shani, 2009; Doran, Bates, Bliese, & Dowling, 2007). Observed ICC(1) values are 0.081 and 0.055 for task significance and anger, respectively, and ICC(2) values are 0.786 and 0.709. The group-level correlation between task significance and anger ($r = -0.697$) differs from the within-group correlation ($r = -0.312$), suggesting an emergent group-level relationship.1

Randomly selecting 500 of the 2,042 observations and estimating ICCs and correlations 1,000 times returns ICC(1) values that are functionally unchanged (average value of 0.082 for task significance and 0.052 for anger). The within-correlation is likewise unchanged (average value of $-0.315$). As expected, however, the ICC(2) drops from 0.786 to 0.465 for task significance and 0.709 to 0.343 for anger. Similarly, the between-groups correlation is now $-0.521$ (vs. $-0.697$), demonstrating the ICC(2)’s role in the magnitude of group-level relationships. As another example, we can randomly assign group membership to each participant, thereby eliminating any meaningful between-groups differentiation while keeping group size effects constant. The resulting ICC(1) average values for both task significance and hostility over 1,000 trials are both .002. The ICC(2) values are .056 and .061 for task significance and hostility, respectively.2 Under these conditions, the raw correlation, within-correlation, and group-level correlation are functionally equal ($-0.345$, $-0.351$, and $-0.345$, respectively). Other examples showing the importance of the ICC(2) to group-level correlations in simulated and actual data are provided by Bliese, Maltarich, and Hendricks (2018).3

**Scale development, ICC(2), and ICC(1).** Reasonably large ICC(2) values can be obtained by ensuring that group sizes are large (as long as ICC(1) values are nonzero); however, if group sizes are fixed, the only way to enhance a scale’s ICC(2) value is to optimize ICC(1). Our goal is to provide practical advice on how to optimize ICC(1) values of multi-item scales by illustrating how each item underlying a scale score can differ with respect to ICC(1) values in ways that are not detected in typical measurement validation.

We integrate our ideas into G. Chen et al.’s (2004) influential five-step framework for multilevel construct validation. As Chen et al. noted, “multi-level construct validation is substantially more complex than its single-level analogue” (G. Chen et al., 2004, p. 275). We augment G. Chen et al. (2004) by showing the relevance of considering scale item ICC(1) values in the early phases of construct validation (see also Tay, Woo, & Vermunt, 2014). We emphasize that the process of establishing valid measures is multifaceted, and a scale’s ability to differentiate groups is but one part of the process; nonetheless, we demonstrate how examining ICC(1) estimates for each item of a scale can enhance the ICC(1) values of the overall scale.4 Finally, we further illustrate how maximizing group-level properties of a scale facilitates detecting aggregate relationships.

**Multilevel Measurement Validation and Current Practice**

As detailed in G. Chen et al. (2004), the measurement validation of group-level constructs, like the measurement of individual-level constructs (Hinkin, 1995, 1998; Schwab, 1980), relies on establishing validity and reliability to ensure the intended construct is being assessed with minimal error. To this end, G. Chen et al. (2004) present a five-step process: (1) defining the construct, (2) articulating the nature of the aggregate construct (e.g., consensus, referent shift, etc.), (3) examining the psychometric properties of constructs across levels, (4) examining construct variability between units, and (5) examining construct function across levels.

The core ideas proposed by G. Chen et al. (2004) provide a foundation for developing group-level measures; however, we expand on ideas presented in Step 4 (examining construct variability between units) by showing that group-level variability is partially influenced by decisions made in Step 3 (examining psychometric properties across levels). The idea that scale items might differentially reflect group-level properties builds on a body of work advocating that researchers consider the unit of analysis when testing psychometric properties (Pomprasertmamit, Lee, & Preacher, 2014; Tay et al., 2014; Zyphur, Kaplan, & Christian, 2008). Despite this work, we show that current measurement validation practices typically rely on individual-level properties of scale items—a practice that overlooks an item’s ability to differentiate groups.

To examine current practice, we searched articles in the *Academy of Management Journal, Journal of Applied Psychology, and the Journal of Occupational Health Psychology* that included the keywords “multilevel,” “scale,” “validation,” or “climate” between 2008 and 2017. Our initial search identified 456 articles. We filtered our selection to only include articles that measured a unitary collective property by surveying group members with scales of direct consensus or referent shift items. The criteria yielded 133 studies.

---

1. Our point here is not to develop a theoretical framework around emergent properties, but the results certainly suggest on both a practical and theoretical level that working in a group that collectively does or does not view task significance highly has implications for the average anger and hostility in the group that go beyond understanding how individual views of task significance relate to individual anger and hostility.

2. There is a slight upward bias because these values are estimated from a random effects model where negative values are not possible (variances cannot be less than zero).

3. Bliese et al. (2018) further illustrate that emergent effects involving group means can be detected when ICC(2) values are well below norms of 0.70, but the key point to the current article is that ICC(2) values are related to the ability to detect meaningful group-level correlations.

4. We focus on the ICC(1) from this point on to keep a metric invariant to group-size differences. Ultimately, however, our interest in ICC(1) links to its ability to detect group-level correlations via the ICC(2).
The results of our review are summarized in Table 1. The most common practice for assessing the reliability of group-level scales was to report Cronbach’s alpha on individual-level means, although 15 articles (11%) reported at least one alpha based on the group means. The basis of the alpha calculation was unclear for at least one of the constructs in 35 articles (26%). After establishing individual-level reliability, researchers typically justified aggregating constructs to the group level, appealing to ICC(1) (117 articles, 88%), ICC(2) (95 articles, 71%), \( r_{w(j)} \) (98 articles, 74%), or some combination. All three aggregation measures were reported for at least one construct in 82 (62%) articles. Only 14 studies (11%) leveraged between-groups information from multilevel confirmatory factor analysis (ML-CFA). Table 1 also provides information about item referents. In total, 72 (54%) of the articles used only referent shift items. The remaining articles used either nonreferent shift or a mix.

Studies where authors removed items from group-level constructs (15 studies, or 11%) are particularly relevant. We summarize authors’ justifications in Table 2. Seven studies dropped items based on individual-level alpha, factor analysis, or inter-item correlations (e.g., Nishii, 2013; Sliter, 2013). Eight studies reduced items on the basis of their conceptual content, including two studies that dropped negatively worded items (e.g., G. Chen, Farh, Campbell-Bush, Wu, & Wu, 2013; Priesemuth, Schminke, Ambrose, & Folger, 2014), and five studies dropped items for low content validity (e.g., Aryee, Walumbwa, Seidu, & Otaye, 2012; Z. Chen, Zhu, & Zhou, 2015). Two studies (Hammer, Kossek, Bodner, & Crain, 2013; Mikolon, Kreiner, & Wieseke, 2016) reported item-level ICCs, but neither study used that information for decision making. Several articles used individual-level psychometric properties in item selection and then validated collective constructs based on the reduced scales (Aryee et al., 2012; Scott & Judge, 2009; Zweber, Henning, & Magley, 2016).

We conclude that scale development and multilevel validation are generally conceived separately; perhaps the best example of this is found in a study conducted by X. P. Chen, Liu, and Portnoy (2012). The authors were thorough in their analyses. They reported ICC and \( r_{w(j)} \) values to justify aggregation, and conducted an ML-CFA. For scale development, however, they used only individual-level psychometric information. Specifically, they trimmed their scale on the basis of individual-level factor loadings before assessing its multilevel properties. We emphasize that we are not critical of X. P. Chen et al. (2012), because understanding patterns of relationships shown by individual psychometric tests is important to scale development. Rather, our goal is to consider how to improve the process by further integrating information that helps differentiate groups.

### Group-Level Properties of Scale Items

Using large samples, we demonstrate that scale items provide unique information that can enhance the ability to detect group differences. We illustrate our points with three examples. First, we examine items used to measure leadership and cohesion in a large U.S. Army sample (Adler et al., 2015; Foran & Adler, 2013). The leadership example contains a mix of items referencing the respondent, the group, and the leader, and we can make an \textit{a priori} prediction that items referencing the respondent will perform least well in terms of differentiating groups based on findings by Klein, Conn, Smith, and Sorra (2001), who found items with an individual referent (vs. group) displayed significantly lower between-group variability (see also, Arthur, Bell, & Edwards, 2007). In our leadership example, we show that a comprehensive set of individual-based psychometric tests fails to capture information evident in the ICC(1) values. Our second example shows that the group-level properties of three cohesion items are temporally rank-order stable, and further illustrates that item ICC(1) values are largely unaffected by unequal group sizes. In our third example, we examine a measure of safety climate within a hospital setting to test the predictive validity of shortened scales based on different criteria. Our examples represent common uses of multilevel constructs across different measures and settings.

#### Example 1: Drill Sergeant Leadership

Example 1 involves a subset of items used by new U.S. Army recruits to assess their drill sergeants. The complete 18-item drill sergeant scale was used as a control in a randomized trial of sports
psychology self-talk skills (Adler et al., 2015). Using another large sample, Foran and Adler (2013) performed a detailed analysis of the individual-level psychometrics of the 18-item scale and determined that the items loaded on three factors, “motivate,” “respect,” and “tough.” We use the Adler et al. (2015) sample to examine the group-level properties of the 9 items in the “motivate” category. The sample contains data from 2,199 soldiers in 47 platoons. Group sizes ranged from 37 to 58 (Mean = 46.70, SD = 3.98).

We emphasize that we are not attempting to validate a new scale. Rather, we show that if we wanted to further optimize a group-level “motivate” drill sergeant scale by enhancing its ability to detect platoon differences, we would gain unique information by examining item-level ICC(1) values. Items differ in one important way: Some focus on the respondent (“Push me to do my best”); other items focus on the group (“Give up on us”) or leaders (“Are motivated”).

Table 3 provides the overall alpha (top), item total correlations, and alpha values without each item for the raw (Total), group-mean centered (Within), and group-mean (Between) variants of the measure. The last 3 items (items 7, 8, and 9) are reverse-coded and generally have the lowest item-total correlations. These three would be candidates for removal if one wanted to shorten the scale, but the reliabilities and item-total correlations are reasonable. Table 4 provides item loadings from three variants of confirmatory factor analyses tests: a raw CFA (CFA Total), a CFA based on group-mean centered responses (CFA Within), a CFA based on group means (CFA Between), and an ML-CFA that simultaneously estimates Within and Between loadings. The CFA Total ($\chi^2 = 875.48, p < .001; CFI = 0.94; SRMR = 0.04$), CFA Within ($\chi^2 = 716.36; p < .001; CFI = 0.94; SRMR = 0.04$), CFA Between ($\chi^2 = 63.88; p < .001; CFI = 0.95; SRMR = 0.02$), and ML-CFA ($\chi^2 = 749.33; p < .001; CFI = 0.94; SRMR_{Within} = 0.04; SRMR_{Between} = 0.02$) suggest reasonable fit. With the exception of ML-CFA Between, the last three item loadings generally mirror the item-total correlations by having the lowest values (item 8 slightly exceeds item 1 in the CFA Between and item 7 exceeds items 1 and 2 in the ML-CFA Within).

The last column in Table 4 provides the ICC(1) estimates with approximate 95% confidence intervals. Note the large differences in ICC(1) values across items. As anticipated, items with the individual as the referent (items 1 and 3–7) tend to have low values. ICC(1) values tend to be similar to the ML-CFA-Between factor loadings standardized on Within and Between variances (Heck, 2001); however, the ML-CFA Between results and the ICC(1) results do not provide entirely redundant information. For instance, item 1 has a loading of .45 and item 4 has a loading of .46; nonetheless, the ICC(1) value is higher for item 1 (0.10) than for item 4 (0.08).

One could imagine using these results to inform the selection of items for a scale. Using individual-level results, the scale might be reduced by eliminating the last three reverse-coded items. The ICC(1) for the scale based on 9 items is .18, but the elimination of the last three items reduces the ICC(1) to .14 (roughly a 25% decrease in the scale ICC(1) value). An alternative strategy might be to eliminate items based on ICC(1) or ML-CFA-Between results. Eliminating the 3 items with the lowest ICC(1) produces a scale with an ICC(1) of .22, and eliminating the 3 items with the lowest ML-CFA-Between loadings produces a scale with an ICC(1) of .21. Both approaches increase the scale’s ability to differentiate groups. The key implication is that it may important to keep items 8 and 9 even though these items have some of the weaker item-total correlations and factor loadings in the individual-level tests. The ICC(1) tests provide unique information relevant to measuring drill sergeant differences across platoons.

Example 2: Cohesion

Our second example focuses on the stability of ICC(1) values over three time periods, and allows us to examine the impact of unbalanced group sizes and further examine how variations in group size are related to item-level ICC(1) values. We expect some minor change in ICC(1) values over time for two reasons. First, each ICC(1) value represents a point-estimate, so values will vary by chance alone. Second, it is likely that responses will become more consistent within groups and/or diverge across groups, producing changes in ICC(1) values (see Lang, Bliese, & de Voogt, 2018). Nonetheless, we expect rank order stability of item ICC(1) values.

We use the same Adler et al. (2015) sample, but focus on ratings of group cohesiveness assessed using 3 of the 6 items reported by Podsakoff and MacKenzie (1994; see also Podsakoff, MacKenzie, & Fetter, 1993; Podsakoff, Niehoff, MacKenzie, & Williams, 1993). The 3 items are listed in Table 5. The scale has favorable psychometric properties and ICC values (Chiniara & Bentein, 2016; Podsakoff, MacKenzie, & Ahearne, 1997; Williams et al., 2016).

Item ICC(1) values over the three time intervals ranged from .11 to .20 (see Table 5). Notice that the magnitudes change, but the rank order remains unchanged: Item 1 consistently has the highest ICC(1) value, and Item 3 consistently has the lowest value. To illustrate that results are robust to unbalanced data (i.e., differences in group sizes), we held all group sizes constant at 27 (the smallest group size in one group at Time 3) by randomly selecting 27 group members for groups with more than 27 members. In addition, to further show that results are robust to changes in group size, we randomly selected 15 members from each group. Random selection was conducted 1,000 times, and average ICC(1) values were calculated. In the replication both with 27 and with 15 members, the rank order pattern of item ICC(1) values over time was identical to those in Table 5. Furthermore, estimates themselves were also nearly identical to results from the full analyses. The largest ICC(1) difference across conditions was [0.0044]. Overall, these results suggest (a) temporal rank order stability in item ICC(1) values and (b) evidence that ICC(1) values are robust to unbalanced data and different group sizes.

Example 3: Safety Climate

For our third example, we examined a subset of data described in detail by Hofmann and Mark (2006), which includes the perceptions of nurses and safety outcomes. Our study was more focused and therefore less subject to missing data, so we used data from a larger sample than the original report. Our sample included...
1,987 individuals in 117 units of 62 hospitals. We measured unit size and safety outcomes from information provided by 1,313 respondents who reported the frequency with which they had experienced needle sticks. We examined item-level properties from 750 nurses who answered all nine safety climate items.

**Measures**

To demonstrate the consequences of considering item-level ICC(1) information, we constructed four alternative scales of safety climate from the 9 items used by Hofmann and Mark (2006). The items were drawn from a previously used scale (Mueller, DaSilva, Townsend, & Tetrick, 1999) adapted from Zohar (1980). We formed 3-item scales from the pool of items on the basis of (1) traditional psychometric scale development criteria, (2) Between CFA, (3) Between ML-CFA, and (4) item-level ICC(1) values. The items underlying each scale are listed in Tables 6 and 7.

We summed nurses’ reports of the number of times in the prior three months they had been stuck by a sharp object or needle, to calculate unit needle sticks. This dependent variable differs slightly from that used by Hofmann and Mark (2006); their measure was a count of reported incidents from archival data. Because the outcome variable was captured as a unit’s sum, we accounted for unit size as the number of nurses who answered the needle stick question.

**Analysis and Results**

As with the previous leadership example, we subjected the items to a broad range of individual-level and group-level psychometric tests. Based on the various approaches, we constructed 4-item scales to measure safety climate. We then compared the scales’ effectiveness in predicting the safety outcome, needle sticks. In practice, shortening the scale to only 3 items runs the risk of raising content validity issues, but the practice is fairly common. In practice, shortening the scale to only 3 items runs the risk of raising content validity issues, but the practice is fairly common.

**Individual-level psychometric properties.** Consistent with common practice, we calculated alpha values for the full, 9-item scale and with each item removed. We also calculated item-total correlations for each item. The most favorable values were items 2, 3, and 7 (see Table 6). The first data column in Table 7 provides individual-level CFA results ($\chi^2 = 225.22; p < .001; CFI = 0.92; SRMR = 0.08$) and suggests a different set of items (7, 8, and 9).

**Multilevel and proposed scale development practices.** Standardized factor loadings from several variants of CFA are displayed in Table 7. Results of the CFA Within ($\chi^2 = 196.53; p < .001; CFI = 0.93; SRMR = 0.07$) and ML-CFA analyses ($\chi^2 = 219.56; p < .001; CFI = 0.93; SRMR_{within} = 0.07; SRMR_{between} = 0.32$) were consistent with the overall CFA results. Likewise, the CFA-Between results ($\chi^2 = 95.63; p < .001; CFI = 0.87; SRMR = 0.12$) also mirrored the CFA-Within results, reflecting the fact that group-level CFAs inherit effects from lower levels of analysis (see Dyer, Hanges, & Hall, 2005, p. 153; Muthén, 1990).

The ML-CFA-Between shows substantial differences from individual-level analyses in the magnitude of loadings, their variance, and the rank order of the items. The values differ not only from the individual item-total results, but also from CFA-Between values. The 3-item scale suggested by the ML-CFA-Between included items 2, 7, and 8. Two safety items (4 and 5) had negative factor loadings. This is surprising for item 4, which has a nominally high negative coefficient for the factor loading ($\lambda = -.55; SE = 1.39; p = .70$). The finding, however, is less surprising in light of the large standard error, and the ICC(1) value of .01 that is indistinguishable from zero. Finally, ICC(1) values (last column of Table 7) varied substantially across items and suggested a reduced scale with items 1, 3, and 7.

On the basis of various approaches, we constructed four 3-item scales to measure safety climate (individual-level psychometric with items 2, 3 and 7; CFA-Between with items 7, 8 and 9; ML-CFA-Between with items 2, 7 and 8; and ICC(1)-based with items 1, 3 and 7). The scale based on the CFA-Between had the lowest ICC(1) value (.14), and the others were roughly equal (.17 for psychometric and ICC-based values and .18 for the ML-CFA-Between value). ICC(1) confidence intervals for all scales overlapped substantially. The highest alpha value among the four scales was observed for the Between CFA ($\alpha = .79$), and the

---

**Table 3**

<table>
<thead>
<tr>
<th>Item</th>
<th>Abbreviated items descriptions</th>
<th>Total ($\alpha = .93$)</th>
<th>Within ($\alpha = .92$)</th>
<th>Between ($\alpha = .98$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Alpha without ITC</td>
<td>Alpha without ITC</td>
<td>Alpha without ITC</td>
</tr>
<tr>
<td>1</td>
<td>Push me to do my best</td>
<td>.92</td>
<td>.72</td>
<td>.91</td>
</tr>
<tr>
<td>2</td>
<td>Are motivated</td>
<td>.92</td>
<td>.70</td>
<td>.91</td>
</tr>
<tr>
<td>3</td>
<td>Keep me motivated</td>
<td>.91</td>
<td>.81</td>
<td>.90</td>
</tr>
<tr>
<td>4</td>
<td>Make me want to do my best</td>
<td>.91</td>
<td>.80</td>
<td>.90</td>
</tr>
<tr>
<td>5</td>
<td>Inspire me to try harder</td>
<td>.91</td>
<td>.81</td>
<td>.90</td>
</tr>
<tr>
<td>6</td>
<td>Help build my confidence</td>
<td>.92</td>
<td>.77</td>
<td>.90</td>
</tr>
<tr>
<td>7</td>
<td>Do not care about how I do</td>
<td>.92</td>
<td>.68</td>
<td>.91</td>
</tr>
<tr>
<td>8</td>
<td>Do not care about training us</td>
<td>.92</td>
<td>.68</td>
<td>.91</td>
</tr>
<tr>
<td>9</td>
<td>Give up on us</td>
<td>.92</td>
<td>.67</td>
<td>.91</td>
</tr>
</tbody>
</table>

Note. $N = 2,199$ individuals in 47 units. ITC is item-total correlation. Items marked with asterisks are reverse-coded.

---

7 Consistent with the multidimensional nature of the scale as confirmed by Hofmann and Mark (2006), we conducted our single-level and multi-level confirmatory factor analyses with freed error covariance among the first three items, which constituted the strongest subordinate factor in our data.
lowest was found in the scale based on ML-CFA-Between ($\alpha = .62$). The alpha values for the psychometrically based scale ($\alpha = .76$) and the ICC-based scale ($\alpha = .74$) exceeded the usual cutoff point of .70. We next tested the predictive validity of the various subscales.

**Predicting safety outcomes.** Consistent with Hofmann and Mark (2006), we predicted needle sticks with a negative binomial regression, accounting for the nesting of units in hospitals by estimating clustered robust standard errors. We conducted separate regression equations for each of the four subscales, predicting needle sticks from standardized group-level scores of safety climate with unit size as a covariate. The reported coefficients are IRRs, which can be interpreted as the proportional risk of an outcome in one unit compared with a comparable unit one standard deviation lower on safety climate (Simon, 2001).

For comparison, a linear combination of all 9 items predicted the safety outcome negatively and the scale was significant at a 90% confidence level (IRR = .59, SE = .19, $p < .10$) implying a 41% decrease in needle sticks. The coefficient for the psychometric scale (IRR = .57, SE = .20, ns) implied a decrease in accidents but was not statistically significant. The coefficient for the scale based on CFA-Between was also negative and not statistically significant (IRR = .62; SE = .19; ns). The coefficient for the scale based on ML-CFA-Between was negative and significant at the 90% confidence level (IRR = .58; SE = .17; $p < .10$). The ICC(1)-based scale was negatively and statistically significant at the 95% level (IRR = .44; SE = .15; $p < .05$).

The relationships between standardized values of the three scales and reports of needle sticks are displayed in Figure 1. The form of the relationships was not substantially different. Pairwise comparisons revealed that the effect sizes did not statistically significantly differ from each other, which is not surprising given the overlap in the constructs and items. Although chance may partly account for the finding that only the ICC-based scale met the 95% threshold for significance, the overall pattern involving both the ML-CFA-Between and the ICC-based scales illustrate the value of considering items that detect group differences.

### Discussion

Our review of the literature showed that current measurement validation procedures for group-level measures typically focus on reliability and CFA information conducted at the individual level. These analyses provide limited information about whether items differentiate between groups, so using individual-level results to select items runs the risk of creating scales that fail to optimize group differentiation as part of the overall validation process. As a consequence, group-level relationships may frequently be underestimated, lowering our ability to fully appreciate the theoretical and practical value of group-level variables. Our examples show that ICC(1) values from each item in a scale provide valuable and unique information about between-group variability. Item ICC(1) values appear temporally stable and reasonably invariant to differences in group size and can easily be incorporated into the validation process.

One advantage to incorporating information about item-level ICC(1) values into the measurement validation process is that the procedure is computationally simple. ML-CFA-Between provided similar (but not identical) information to that offered by ICC(1), but ML-CFA is computationally intensive, and its predictive validity was nominally (though not substantially) lower than the

<table>
<thead>
<tr>
<th>Item</th>
<th>Abbreviated items descriptions</th>
<th>CFA loadings (Total)</th>
<th>CFA loadings (Within)</th>
<th>CFA loadings (Between)</th>
<th>ML-CFA loadings (Within)</th>
<th>ML-CFA loadings (Between)</th>
<th>ICC(1) [CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Push me to do my best</td>
<td>.75</td>
<td>.72</td>
<td>.92</td>
<td>.62</td>
<td>.45</td>
<td>.10 [.06, .15]</td>
</tr>
<tr>
<td>2</td>
<td>Are motivated</td>
<td>.72</td>
<td>.67</td>
<td>.93</td>
<td>.60</td>
<td>.58</td>
<td>.21 [.14, .28]</td>
</tr>
<tr>
<td>3</td>
<td>Keep me motivated</td>
<td>.86</td>
<td>.84</td>
<td>.96</td>
<td>.80</td>
<td>.48</td>
<td>.11 [.06, .16]</td>
</tr>
<tr>
<td>4</td>
<td>Make me want to do my best</td>
<td>.86</td>
<td>.85</td>
<td>.98</td>
<td>.80</td>
<td>.46</td>
<td>.08 [.04, .12]</td>
</tr>
<tr>
<td>5</td>
<td>Inspire me to try harder</td>
<td>.86</td>
<td>.86</td>
<td>.97</td>
<td>.82</td>
<td>.45</td>
<td>.08 [.04, .12]</td>
</tr>
<tr>
<td>6</td>
<td>Help build my confidence</td>
<td>.82</td>
<td>.82</td>
<td>.95</td>
<td>.82</td>
<td>.43</td>
<td>.07 [.04, .10]</td>
</tr>
<tr>
<td>7</td>
<td>Do not care about how I do*</td>
<td>.68</td>
<td>.65</td>
<td>.90</td>
<td>.65</td>
<td>.49</td>
<td>.11 [.06, .16]</td>
</tr>
<tr>
<td>8</td>
<td>Do not care about training us*</td>
<td>.68</td>
<td>.62</td>
<td>.93</td>
<td>.55</td>
<td>.56</td>
<td>.17 [.10, .23]</td>
</tr>
<tr>
<td>9</td>
<td>Give up on us *</td>
<td>.66</td>
<td>.61</td>
<td>.88</td>
<td>.57</td>
<td>.65</td>
<td>.21 [.14, .29]</td>
</tr>
</tbody>
</table>

**Note.** N = 2,199 individuals in 47 units. Items marked with asterisks are reverse-coded. CFA Within is confirmatory factor analysis based on individual deviations from group means (N = 2,199). CFA Between is confirmatory factor analysis based on unit average values of each item (N = 47). ML-CFA is multilevel confirmatory factor analysis. ICC is intra-class correlation. CI is 95% confidence interval.
scale based on the ICC(1) in our third example. Furthermore, the estimation of a ML-CFA model requires access to more groups than the estimation of ICC(1) values. For instance, authors such as Hox and Maas (2001) and Preacher, Zyphur, and Zhang (2010) have pointed out that 50 groups represents a small sample for ML-CFA. On the basis of our examples, we anticipate that ML-CFA and ICC(1) results would show similar consistency in other samples. If results differed, researchers would need to consider assumptions underlying the statistical models, noting that when the number of groups is small, ICC(1) results may be more defensible.

### Multilevel Measurement Validation

Multilevel measurement validation, like all measurement validation, is complex and multifaceted. The framework outlined by G. Chen et al. (2004) provides a firm foundation for approaching multilevel measurement, but we suggest that the framework can be enhanced by further emphasizing the importance of between-group differentiation. Finding temporal stability in ICC(1) values (Example 2) implies that some items are consistently more effective at differentiating groups than other items. To some degree, this finding is not surprising because a similar phenomenon is observed with respect to individual items used to assess individual constructs. One of the first steps in measurement validation is to generate a large pool of items with the knowledge that some items will be discarded and others will be retained. In multilevel data, similar procedures can be accomplished using item-level ICC(1) results.

As with best practices in developing individual-level constructs, we encourage the use of multiple samples in multilevel measurement validation. Using multiple samples will help reduce the possibility that differences in item-level ICC(1) values are a product of one specific context. We believe that subtle differences in the wording of items produces differences in ICC(1) values that will be consistent across contexts, but it is possible that something about one specific context (e.g., the military) led to some of the patterns we observed.

We are not proposing that researchers use ICC(1) values alone. Indeed, it is relatively easy to conceive of items that can differentiate groups but have little construct validity. For instance, group members should be quite accurate estimating the age of their immediate supervisor, and because supervisors often differ on age, an ICC(1) of this measure would presumably be high. Nonetheless, including supervisor age in a scale measuring a collective construct such as cohesion would reduce the scale’s validity. As another example, teams likely differ in meaningful ways with respect to affect expression (Barsade & O’Neill, 2014); however,

### Table 6

<table>
<thead>
<tr>
<th>Item</th>
<th>Abbreviated items descriptions</th>
<th>Total (α = .79) Alpha without ITC</th>
<th>Within (α = .77) ITC</th>
<th>Between (α = .81) ITC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Job duties prevent nurses from acting safely</td>
<td>.75</td>
<td>.58</td>
<td>.73</td>
</tr>
<tr>
<td>2</td>
<td>Job duties interfere with ability to comply</td>
<td>.75</td>
<td>.62</td>
<td>.72</td>
</tr>
<tr>
<td>3</td>
<td>Job duties interfere with levels of safety</td>
<td>.75</td>
<td>.60</td>
<td>.72</td>
</tr>
<tr>
<td>4</td>
<td>Best nurses expect other nurses to ensure safety</td>
<td>.80</td>
<td>.23</td>
<td>.77</td>
</tr>
<tr>
<td>5</td>
<td>Best nurses care about patient/nurse safety</td>
<td>.79</td>
<td>.26</td>
<td>.77</td>
</tr>
<tr>
<td>6</td>
<td>Nurses remind each other to ensure safety</td>
<td>.79</td>
<td>.33</td>
<td>.76</td>
</tr>
<tr>
<td>7</td>
<td>Nurse manager insures adequate resources</td>
<td>.75</td>
<td>.59</td>
<td>.73</td>
</tr>
<tr>
<td>8</td>
<td>Nurse manager views violations very seriously</td>
<td>.77</td>
<td>.47</td>
<td>.75</td>
</tr>
<tr>
<td>9</td>
<td>Nurse manager emphasizes safety practices</td>
<td>.76</td>
<td>.56</td>
<td>.73</td>
</tr>
</tbody>
</table>

*Note. N = 750 individuals in 117 units. ITC is item-total correlation.*

### Table 7

<table>
<thead>
<tr>
<th>Item</th>
<th>Abbreviated items descriptions</th>
<th>CFA loadings (Total)</th>
<th>CFA loadings (Within)</th>
<th>CFA loadings (Between)</th>
<th>ML-CFA loadings (Total)</th>
<th>ML-CFA loadings (Within)</th>
<th>ML-CFA loadings (Between)</th>
<th>ICC(1) CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Job duties prevent nurses from acting safely</td>
<td>.35</td>
<td>.28</td>
<td>.43</td>
<td>.28</td>
<td>.83</td>
<td>.11 [.04, .19]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Job duties interfere with ability to comply</td>
<td>.38</td>
<td>.31</td>
<td>.43</td>
<td>.31</td>
<td>.90</td>
<td>.09 [.05, .17]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Job duties interfere with levels of safety</td>
<td>.35</td>
<td>.28</td>
<td>.41</td>
<td>.27</td>
<td>.87</td>
<td>.10 [.06, .18]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Best nurses expect other nurses to ensure safety</td>
<td>.29</td>
<td>.32</td>
<td>.22</td>
<td>.34</td>
<td>-.55</td>
<td>.01 [-.7]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Best nurses care about patient/nurse safety</td>
<td>.36</td>
<td>.37</td>
<td>.31</td>
<td>.41</td>
<td>-.09</td>
<td>.05 [.02, .12]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Nurses remind each other to ensure safety</td>
<td>.43</td>
<td>.42</td>
<td>.41</td>
<td>.45</td>
<td>.44</td>
<td>.04 [.01, .12]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Nurse manager insures adequate resources</td>
<td>.75</td>
<td>.71</td>
<td>.83</td>
<td>.72</td>
<td>.95</td>
<td>.18 [.12, .26]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Nurse manager views violations very seriously</td>
<td>.69</td>
<td>.66</td>
<td>.69</td>
<td>.66</td>
<td>.98</td>
<td>.07 [.03, .14]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Nurse manager emphasizes safety practices</td>
<td>.79</td>
<td>.78</td>
<td>.85</td>
<td>.78</td>
<td>.89</td>
<td>.09 [.04, .17]</td>
<td></td>
</tr>
</tbody>
</table>

*Note. N = 750 individuals in 117 units. CFA Within is confirmatory factor analysis based on individual deviations from group means. CFA Between is confirmatory factor analysis based on unit average values of each item (N = 117). ML-CFA is multilevel confirmatory factor analysis. ICC is intra-class correlation. CI is 95% confidence interval.

* ICC(1) CI interval estimates for Item 4 returned implausible estimates.*
we would not recommend including an item about group affect if affect was not a core component of the larger construct. Considering item-level ICC(1) values within the existing framework proposed by G. Chen et al. (2004) helps balance trade-offs among the criteria of reliability, validity, content validation, and between-group differentiation.

Ideally, the procedure of examining item-level ICC(1) values would be incorporated in the initial stages of scale development. Despite the fact that we illustrated the effects of examining ICC(1) when reducing scales, we remain agnostic as to whether reducing items in scales is an acceptable practice. We do, however, echo comments made by Aguinis and colleagues, who strongly encourage authors using altered scales (either through changing the referent group or omitting items) to not only describe how and why scales were changed, but also provide additional evidence for the scale’s validity (Aguinis, Ramani, & Alabduljader, 2018; Aguinis & Vandenberg, 2014). Our position is simply to emphasize that item-level ICC(1) values provide one additional piece of evidence important for understanding scale validity, and thus item-level ICC(1) values should be examined and reported.

Interestingly, routinely examining and reporting item-level ICC(1) values may also help researchers design group-level measures that are more conceptually and empirically sound. For example, some of the items with the lowest ICC(1) values in the safety climate example focused on “best nurses” (items 4 and 5). Top performers may be key in setting the safety climate; however, group members may have difficulty consistently identifying the top performers. Such inconsistencies would contribute to the items’ poor ability to differentiate among groups.

Likewise, Example 1 illustrated the importance of considering item-referent (the unit, the respondent) from a measurement view (see also Arthur et al., 2007; Klein et al., 2001), and we recommend researchers developing group-level scales consider evidence that referent-shift items can improve agreement and are often more construct valid (Wallace et al., 2016). That said, even when the referent is consistent (e.g., cohesion items in Table 5), items can show considerable differences in the ability to detect group differences. Ultimately, the wording of items should match theory and be consistent within a scale.

**Limitations**

Our examples represent typical multilevel constructs (leadership, cohesion, and safety climate) across two settings. Nonetheless, we do not know if our examples would be mirrored in other constructs used by the field. That said, we believe the cumulative evidence provides a reasonable basis to conclude that ICC(1) differences in items are common, and we have seen similar item-level differentiation in other data such as engagement data from firms. Ultimately though, given the simplicity of our recommendation, there appears little downside to encouraging researchers to routinely consider item-level ICC(1) information.

Finally, it is important to emphasize that the ICC(1) is a “blind metric,” in the words of one of our reviewers. In the example involving safety climate, we cannot really conclude that the scale created from the three items with the highest ICC(1) values were the best at capturing “climate.” The items could have been the best at capturing the effects of other group-level differences like training programs or the effectiveness of nurse managers (leaders). This emphasizes our earlier point that item-level ICC(1) results need to be interpreted within the larger context of validity to understand what is being assessed to produce an appropriate scale.
Conclusion

In summary, we have provided a simple way to increase the quality of scales designed to assess group-level constructs. Our proposed change of encouraging researchers to examine item-level ICC(1) values as part of the overall validation process has the potential to produce group-level measures that are more sensitive to differences among groups. Optimizing the measurement of group differences should help facilitate detecting group-level relationships and help advance multilevel theory and testing.
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